ARINC825
General Standardization of CAN (Controller Area Network) Bus Protocol for Airborne Use
What is ARINC825?

• The ARINC825 standard (General Standardization of Controller Area Network Bus Protocol for Airborne Use) was mainly driven by Airbus and Boeing and defines a communication standard for airborne systems using Controller Area Network (CAN), which has been identified by both leading airframers as an important baseline network for their future transport aircraft.

• ARINC825 was developed by the CAN Technical Working Group of the Airlines Electronic Engineering Committee (AEEC) Aircraft Network Infrastructure and Security Subcommittee that included members from Airbus, Boeing, Rockwell Collins, GE Aerospace and Stock Flight Systems and was first published November 15, 2007. The second revision will be released by January, 2010.

• The ARINC825 communication mechanism was derived from the well-established CANaerospace standard and is suitable for large transport, general aviation and military aircraft. Compatibility between CANaerospace and ARINC825 is given.

• ARINC825 constitutes the framework for all other ARINC Standards based on CAN. Examples for ARINC825-based standards are the ARINC826 Dataload and ARINC812 Galley Insert Communication Standards.
Design Targets of ARINC825

• ARINC825 was designed to be used as a primary or ancillary network for general aviation, air transport and military aircraft. ARINC825 ensures:

1.) Minimal cost of implementation and cost of change over time
2.) Maximum interoperability and interchangeability of CAN connected LRUs
3.) Configuration flexibility: easy addition, deletion, and modification of bus nodes, without undue impact to other LRUs
4.) Interconnection of systems
5.) Easy connections of local CAN networks to other airplane networks
6.) Traffic to easily cross system and network boundaries for both parametric and block data transfers
7.) Integrated error detection and error signaling
8.) System level functions such as on-board data load and airplane health management can be implemented
Standardization Issues covered by ARINC825

- Concept definition, role of CAN in aircraft communications
- Data flow, network domain characteristics, bus topology
- CAN physical layer, transceiver requirements, bus speed
- Cabling, connectors, installation
- Data link layer, ISO compliance, error handling
- Protocol concept (anyone-to-many and peer-to-peer communication)
- CAN identifier usage, logical communication channel definition
- Payload data formats, physical units, axis and sign conventions
- Communication profile definition
- Network quality indication support
- Node service concept
- Test & Maintenance support
- Message prioritization and bandwidth management
ARINC825 and other Network Domains

• From an overall aeronautical system architecture view, there are general network domains that fall under ARINC664 as Ethernet based networks and ARINC825 as CAN based networks.

• ARINC825 addresses the access to and data flow over CAN and also across network boundaries (domains).

• ARINC825 supports the data flow across domains through gateways.

• Cross-domain communication is accomplished by logical communication channel definitions, individual station addressing capabilities and one-to-many/peer-to-peer communication mechanisms (which are not part of the “bare” CAN Standard).

• ARINC825 also gives extensive design guidelines for the implementation of gateways for cross-domain communication with respect to bandwidth capacity differences.
ARINC825 Physical Layer Definitions

- ARINC825 is based on CAN extended frames (29-bit identifiers) exclusively. CAN protocols based on standard frames (11-bit identifiers) can be used with ARINC 825 if they are free of potential deadlock scenarios caused by single source bus masters, etc.

- To ensure interoperability and reliable communication, ARINC825 specifies the electrical characteristics, bus transceiver requirements and data rates with the corresponding tolerances.

- The bit timing calculation (baud rate accuracy, sample point definition) and electromagnetic interference problems are given special emphasis.

- Also addressed within ARINC825 are CAN connectors and wiring considerations.

- The data rates supported by ARINC825 are:
  a.) 1000 kBit/s
  b.) 500 kBit/s
  c.) 250 kBit/s
  d.) 125 kBit/s
  e.) 83.3 kBit/s
CAN Baud Rate vs. Bus Length

Bus lengths in this region may be used if adequate signal propagation is ensured (dependent on node, cable and stub characteristics).

Useable Bus Lengths
ARINC825 Communication (1)

- CAN according to ISO 11898-1 and ISO 11898-2 provides ISO layer 1 and 2 definitions only.
- For ARINC825, ISO additional layer 3, 4 and 6 functions have been added to support logical communication channels, one-to-many/peer-to-peer communication and station addressing.
- To accomplish this, the 29-Bit CAN identifier is given a special structure for ARINC825.

<table>
<thead>
<tr>
<th>Network Node</th>
<th>User Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>layer 7 (application layer)</td>
<td>set of user-defined application functions</td>
</tr>
<tr>
<td>layer 6 (presentation layer)</td>
<td>data representation, data standardization, ...</td>
</tr>
<tr>
<td>layer 5 (session layer)</td>
<td>login, session dialog control, ...</td>
</tr>
<tr>
<td>layer 4 (transport layer)</td>
<td>logical channels, data transmission retries, ...</td>
</tr>
<tr>
<td>layer 3 (network layer)</td>
<td>routing, data packet flow control, ...</td>
</tr>
<tr>
<td>layer 2 (data link layer)</td>
<td>error detection, data block synchronisation, ...</td>
</tr>
<tr>
<td>layer 1 (physical layer)</td>
<td>connectors, cables, voltage levels, ...</td>
</tr>
</tbody>
</table>

Diagram: CAN Communication Layers

- **Network Node**
- **User Application**
ARINC825 Communication (2)

• ARINC825 Logical Communication Channels (LCCs) provide independent layers of communication:

<table>
<thead>
<tr>
<th>Channel Number</th>
<th>Channel Acronym</th>
<th>Description</th>
<th>LCC Bits</th>
<th>Message Priority</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>EEC</td>
<td>Emergency Event Channel</td>
<td>000</td>
<td>Highest</td>
</tr>
<tr>
<td>1</td>
<td>Reserved</td>
<td></td>
<td>001</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>NOC</td>
<td>Normal Operation Channel</td>
<td>010</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Reserved</td>
<td></td>
<td>011</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>NSC</td>
<td>Node Service Channel</td>
<td>100</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>UDC</td>
<td>User-Defined Channel</td>
<td>101</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>TMC</td>
<td>Test and Maintenance Channel</td>
<td>110</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>FMC</td>
<td>CAN Base Frame Migration Channel</td>
<td>111</td>
<td>Lowest</td>
</tr>
</tbody>
</table>
ARINC825 Communication (3)

- The identifier structure for one-to-many communication supports broadcast data communication:

- Additional fields within the identifier provide information to make correct use of the data object at the receiving end:
  a.) FID = Function Code Identifier (Identifies the source of the message)
  b.) RSD = Reserved
  c.) LCL = Local (Indicates that message destination is the local bus segment only)
  d.) PVT = Private (Indicates that the message is for special use only)
  e.) DOC = Data Object Code (Identifies the message payload)
  f.) RCI = Redundancy Channel Identifier (Identifies one of four redundant sources)
ARINC825 Communication (4)

- The identifier structure for peer-to-peer communication supports station addressing:

- Peer-to-peer communication allows individual nodes on a CAN network or across network domains to establish client/server type interactions, called node services.

- Both connectionless and connection-oriented communication (compare to UDP/IP vs. TCP/IP) is supported.

- The Node-ID (NID) allows to address up to 512 different nodes (servers, SID) in each of the 128 different functions (Server FID).

- ARINC825 includes a list of predefined and user-defined functions (FIDs).
ARINC825 Message Payload Standardization

- To provide a high degree of interoperability, ARINC825 includes:
  a.) Data Endian definition (Big Endian exclusively)
  b.) Data Type definition (Boolean, Integer, Floating-Point, ....)
  c.) Aeronautical Axis System and Sign Convention
  d.) Engineering Unit definition
  e.) Aircraft Function definition (Flight State, Air Data, ....)
ARINC825 Bandwidth Management Concept

- ARINC825 sets forth a concept for message prioritization and bandwidth management.
- This concept provides a straightforward means of computing the bus load based on the number of messages in a network segment and adjusting their transmission rates.
- The ARINC825 Bandwidth Management Concept minimizes peak load scenarios and jitter caused by the CAN bus arbitration.
- Applying this concept, it can be demonstrated that ARINC825 networks fulfill the requirements for flight safety critical systems up to Design Assurance Level A.
ARINC825 Communication Profile

• ARINC825 uses a Communication Profile database for the description of entire networks.

• The Communication Profile database uses readable XML files and describes the network traffic in detail.

• Communication Profiles provide a valuable means for specification and verification of ARINC825 systems and allow to detect potential network problems at an early stage.

• ARINC825 test tools must be able to read Communication Profiles and display network data accordingly.
PMC825 Module

- PMC form factor
- 64-bit, 66 MHz bus mastering PCI interface
- 4 optically isolated (or 8 non-isolated) ARINC 825 interfaces per module
- Bosch CAN controller IP cores implemented in Xilinx Virtex-4 FX60 FPGA
- Dual on-chip 200 MHz PowerPC processors
- True dual-ported RAM interface between host CPU and ARINC825 data
- GPS 1PPS inputs
- PMC carriers for platform diversity (PCI, cPCI, PCI-X, PCI Express, VME)
- Module firmware supports record/playback functions and high resolution timestamping
- Software drivers for Linux/X86, Solaris/SPARC, VxWorks and Windows XP/V7
PMC825 Module Block Diagram

- **Host Computer**
  - XCT Toolbox/User Application
  - Ethernet API
  - PCI Interface API
  - Ethernet Driver
  - PCI Driver

- **PMC825**
  - Shared RAM
  - Control
  - Tx Buffer
  - Rx Buffer
  - Xilinx Virtex-4 FPGA
  - Bosch CAN
  - IP Cores
  - CAN Transceivers
  - Ethernet Transceiver
  - microSD

- **Ethernet**
  - CAN #0
  - CAN #1
  - CAN #2
  - CAN #3
  - CAN #4
  - CAN #5
  - CAN #6
  - CAN #7

- **Can be used in stand-alone mode**

- **Can be used in 512MB stand-alone mode**

- **Up to 512MB FLASH**
- **8MB ZBT SRAM**
- **PLX 64-Bit PCI-X**

- **Dedicated SATA Disk Interface**

- **5V, 3.3V Signalling**

- **ARINC-825, CAN, CANaerospace 4-Channel Isolated**
  - Licensed Bosch C-CAN Controller IP
  - Single / Dual PowerPC 405 Processors

- **XILINX VIRTEX-4 FX20, FX40, FX60**
  - Multi-I/O Interface

- **Bosch CAN**
  - IRIG-B
  - GPS PPS
  - Timing Input
  - RS-232
  - RS-485

- **Single or Dual GB Ethernet**
  - AFDX
  - ARINC-664

- **MicroSD Interface**

- **Up to 512MB DDR RAM**

- **PMC Single Module Form Factor**
eXtended CAN Tool (XCT)

- Host tool for Linux/X86, Solaris/SPARC and Windows XP/7
- Compatible with PMC825 module
- Realtime data visualization in raw and ARINC825 profile formats
- CAN bus error insertion and “listen-only” (no ACK) mode
- Powerful ARINC825 bus status, error and statistics functions
- Triggering on identifier and/or message payload content
- CAN raw bit stream recording capability
- Realtime record and playback of ARINC825 data
- Synthetic ARINC825 signal generation
- ARINC825 Node Service Interface support
- ARINC825 profile editor with consistency checking
- Standardized XCT project configuration file format supporting ARINC 825 network specification, integration and ground/flight test
XCT Screenshot
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Innovative Control Systems, Inc.
10801 N 24th Ave. Suite 103
Phoenix, AZ 85029
USA
phone: +1-602-564-0851
fax: +1-602-588-9440
e-mail: support@icsaero.com
website: www.icsaero.com

Stock Flight Systems
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Germany
phone: +49-8151-9607-0
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e-mail: info@stockflightsystems.com
website: www.stockflightsystems.com

Wetzel Technology GmbH
Hermann-Oberth-Straße 11
85640 Putzbrunn
Germany
phone: +49-89-46089262
fax: +49-89-46089263
e-mail: info@wetzel-technology.com
website: www.wetzel-technology.com

TechSAT GmbH
Gruber Strasse 46 b
85586 Poing
Germany
phone: +49-8121-703-0
fax: +49-8121-703-177
e-mail: ts-info@techsat.com
website: www.techsat.com